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Abstract— Visual impairment or vision loss is one of the most important problems that 

some people suffer from, which is their inability to see what them is around. The blind face 

several problems, the most important of which is not knowing what is going on around 

them. Several means have been made to help them, including the use of a stick, but it is not 

ideal for performing some tasks that the blind person needs. With the development of 

technology, we can have helped them. This research paper aims to help blind people of all 

classes accomplish their daily tasks. Smart glasses help by using a camera to identify known 

and unknown people and detect objects. The blind also faces the problem of reading, so 

these glasses scan any text and convert it into sound for the blind to hear through a headset. 

The effort of this model is based on several algorithms, including : (YOLO) to identify 

objects, (Harr-Cascade) and (LBPH) to identify faces and (OCR) to translate the text. Also, 

the paper is implemented by using Python programming and Raspberry PI. 

Keywords: Haar-cascade, LBPH, OCR, Python, Raspberry PI, Robot, YOLO. 

Copyright © 2022: Aisha Abdulatif , Sara Mohammed ,Alaa Mohammed, Hind Mohammed and Dr.A.Rajalingam. This is 

an open access distribution, and reproduction in any medium, provided Access article distributed under the Creative Commons 

Attribution License the original work is properly cited License, which permits unrestricted use. 
 

Citation: Aisha Abdulatif, Sara Mohammed, Alaa Mohammed, Hind Mohammed and Dr.A.Rajalingam, “Smart glasses 

robot for blind people using raspberry-pi and python”, Journal of Science, Computing and Engineering Research, 3(1), 237-244, 

2022. 

I. INTRODUCTION  

A physical disability has affected the lives of many people 

all over the world. One of these disabilities that has affected 

people the most is blindness. According to the World Health 

Organization, they estimated the number of blind people in the 

world for the year 2020 to be 43 million [1]. As for the latest 

statistic in the Sultanate, which was in 2010, according to the 

Al-Noor Association for the Blind, it estimated the number of 

blind people in the Sultanate to 21,000 [2]. Thus, the visually 

impaired lives in a narrow and limited world because of 

disability and would like if he could get rid of him and go out 

to the world of sighted people.  

But technology has been able to help blind people in their 

daily lives. The robot smart glasses for the blind were an ideal 

solution in our time instead of using the traditional stick, by 

using artificial intelligence and image processing. Our robot is 

implemented with the following features, recognizing different 

faces using Haar-cascade algorithm, identifying the person 

using LBPH algorithm, and identifying the different objects 

using YOLO algorithm.  

Moreover, our robot can read text in the book using OCR 

algorithm and detected text will be transformed to audio so that 

blind people can hear the audio. Our robot is implemented 

using python programming and Raspberry-Pi. Without a doubt, 

this research will be a turning point in the world of blind people 

using technology.  

In our paper we have studied various artificial intelligence, 

machine learning and deep learning algorithms, and they are 

described as follows: 
 

II. FACE DETECTION USING HAAR-CASCADE CLASSIFIER    

Much research had been done on Haar cascading 

techniques [3][4][5]. It is an Object Detection Algorithm used 

to identify faces in an image or a real time video. The algorithm 

uses edge or line detection features. This algorithm has four 

steps: 

A.   Haar Feature Selection: 

Objects are classified on very simple features (Haar 

filters). In Figure 1, an example of these features is a 2-

rectangle feature, defined as the difference of the sum of pixels 

of area inside the rectangle, which can be any position and 

scale within the original image [4][5]. 

B.   Integral Image Representation: 

  The Value of any point in an Integral Image, is the 

amount of the relative multitude of pixels above and left of that 

point [26]. In figure 2, an Integral Image can be determined 

effectively in one pass over the picture [6]. 

 
Figure :1 Feature Selection 
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Figure: 2 Integral Image 

 

 C.   Adaboost Training: 

 

For a window of 24x24 pixels, there can be around 

162,336 potential highlights that would be pricey to assess. 

Thus, in figure 3 , AdaBoost calculation is utilized to prepare 

the classifier with hands down the best elements [7][9][20]. 

 

Figure: 3 AdaBoost classifier 

D.   Cascade Classifier Architecture: 

A cascade classifier refers to the concatenation of several 

classifiers arranged in successive order. It makes large numbers 

of small decisions as to whether it‟s the object or not. In figure 

4, the structure of the cascade classifier is of a degenerate 

decision tree [8]. 

 

Figure: 4 Cascade Classifier 

 

III. FEATURE EXTRACTION FOR RECOGNITION USING LBPH 

The Local Binary Pattern Histogram (LBPH) algorithm is a 

face recognition algorithm based on a local binary operator, 

designed to recognize both the side and front face of a      

human [10]. In figure5, the LBPH algorithm makes use of 4 

parameters which is Radius, Neighbours, Grid Y and Grid X. 

Divide it into regions of same height and width resulting in m x 

m dimension for every region [24]. 

 

Figure: 5 The Face image divided into blocks 

 

Local binary operator is used for every region. The LBP 

operator is defined in window of 3x3. 

 

Equation: 1 LBP Calculation 

Using median pixel value as threshold, it compares a pixel to 

its 8 closest pixels using this function [25]. 

 

Equation: 2 Value of neighbor  

If the value of neighbor is greater than or equal to the central 

value, it is set as 1 otherwise it is set as 0. Thus, we obtain a 

total of 8 binary values from the 8 neighbors. After combining 

these values, we get an 8bit binary number which is translated 

to decimal number for our convenience. This decimal number 

is called the pixel LBP value and its range is 0-255.  

 

Figure: 6 Local binary patterns 

The algorithm was improved to use different number of radius 

and neighbors, now it was known as circular LBP [11] [14]. 

 

Figure: 7 Circular LBP 

After creation of histogram for each region all the histograms 

are merged to form a single histogram, and this is known as 

feature vector of the image [10]. 
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Figure: 8 LBP Histogram equalization 

 

Figure: 9 Test Image Output 

As an output we get an ID of the image from the database if the 

test image is recognized. 
 

IV. OBJECT DETECTION USING YOLO   

The expression 'You Only Look Once' is abbreviated as 

YOLO. This is an algorithm for detecting and recognizing 

different items in a photograph (in real-time). Object detection 

in YOLO is done as a regression problem, and the identified 

photos' class probabilities are provided. Convolutional neural 

networks (CNN) are used in the YOLO method to recognize 

objects in real time. To identify objects, the approach just takes 

a single forward propagation through a neural network, as the 

name indicates. This indicates that a single algorithm run is 

used to forecast the whole picture. The CNN is used to forecast 

multiple bounding boxes and class probabilities at the same 

time [12] [13]. YOLO algorithm works using the following 

three techniques: 

 

A. Residual blocks 

 

The picture is first separated into many grids. The 

dimensions of each grid are S x S. The graphic below 

demonstrates how a grid is created from an input image. 

There are several grid cells of identical size in the image 

above. Objects that occur within grid cells will be 

detected by each grid cell. If an item center emerges 

within a certain grid cell, for example, that cell will be 

responsible for detecting it [13]. 
 

 
Figure:10 Residual blocks 

 

 

B. Bounding box regression 

A bounding box is an outline that draws attention to a 

certain item in a picture. The following properties are 

present in every bounding box in the image: 
 Length (bw) 

 a certain height (bh) 

 The letter c stands for class (for example, person, automobile, 

traffic light, etc.). 

 Center of the bounding box (bx,by) 

A bounding box is illustrated in the figure below. A yellow 

outline has been used to depict the bounding box [13]. 

 

Figure: 11 Bounding box regression 

To forecast the height, breadth, center, and class of objects, 

YOLO use a single bounding box regression. The likelihood of 

an object occurring in the bounding box is represented in the 

image above. 

C. Intersection over union (IOU) 

The concept of intersection over union (IOU) illustrates 

how boxes overlap in object detection. IOU is used by YOLO 

to create an output box that properly surrounds the items. The 

bounding boxes and their confidence ratings are predicted by 

each grid cell. If the anticipated and real bounding boxes are 

identical, the IOU is 1. This approach removes bounding boxes 

that aren't the same size as the actual box [13]. 

 

Figure: 12 Intersection over union (IOU) 

There are two bounding boxes in the image above, one in 

green and the other in blue. The blue box represents the 

anticipated box, and the green box represents the actual box. 

YOLO makes sure the two boundary boxes are the same size. 

The graphic below depicts how the three techniques are 

combined to generate the final detection findings [13]. 
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Figure: 13 Final detection results 

The picture is first subdivided into grid cells. B bounding 

boxes are forecasted in each grid cell, along with their 

confidence scores [13]. To determine the class of each item, the 

cells estimate the class probability. We can see at least three 

types of items, for example: a vehicle, a dog, and a bicycle. A 

single convolutional neural network is used to make all the 

predictions at the same time. The predicted bounding boxes are 

equivalent to the true boxes of the objects when intersection 

over union is used. This phenomenon gets rid of any extra 

bounding boxes that don't fit the objects' properties (like height 

and width). The final detection will be made up of distinct 

bounding boxes that exactly suit the objects. The pink 

bounding box, for example, surrounds the automobile, whereas 

the yellow bounding box surrounds the bicycle. The blue 

bounding box has been used to highlight the dog. 

 
V. TEXT TO SPEECH CONVERSION USING OCR 

 

 The electronic translation of typed, handwritten, or printed 

text images into machine-encoded text is known as optical 

character recognition (OCR) [15] [16] [17] [21]. With OCR, 

many paper-based documents in a variety of languages and 

formats may be turned into machine-readable text, making 

previously inaccessible material accessible to anybody with a 

single click. This problem is difficult to tackle since there are 

so many different fonts and ways to write a single character. 

Before choosing an OCR method, the picture must first be 

preprocessed so that it can be "read." OCR software frequently 

"pre-processes" pictures to improve recognition possibilities. 

This technique includes the following features [21] [22]: 

i) De-skew 

       If the document was not properly aligned when 

scanned, it may need to be slanted a few degrees clockwise or 

counterclockwise to make fully horizontal or vertical text lines. 

 

ii) Despeckle 

       Remove all positive and negative marks while also 

smoothing down the borders. 

iii) Binarization 

Convert a picture to black-and-white (sometimes known as 

a "binary image" due to the two hues). The binarization job is 

used to identify text (or any other needed picture element) from 

the backdrop in a simple and precise manner. 

 

iv) Line removal 

Removes non-glyph boxes and lines. 

v) Layout analysis or “zoning” 

Columns, paragraphs, captions, and other elements are 

identified as blocks. In multi-column layouts and tables, this is 

especially beneficial 

vi) Line and word detection 

Sets a baseline for word and character forms, and separates 

words as needed. 

vii) Script recognition 

Because the script in multilingual documents might change 

at the word level, script identification is required before the 

appropriate OCR can be used to handle the script. 

viii) Character isolation or "segmentation"  

Various characters linked by picture artifacts should be 

split, and single characters fragmented into several artifact-

based fragments should be linked for OCR characters. 

ix) Normalization 

Scale and aspect ratio should be normalized. 

 

D. A. OCR Extraction of Features 

In OCR, there are two approaches for extracting features: 

The first technique uses a feature detection algorithm that 

evaluates a character's lines and strokes to characterize it. 

Pattern recognition, in the second method, identifies the full 

character. A line of text can be identified by looking for white 

pixel rows with black pixels in between. In the same way, we 

can tell where a character begins and ends [18] [19] [21] [22]. 

The depiction of these methods is depicted in the following 

images: 

 

Figure: 14 Method 1 – Feature detection 

 

Figure: 15 Method 2 – Pattern recognition on a row of text 

 
Figure: 16 Method 3 – Pattern recognition on a single character 
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Then, as illustrated in the following graphic, we convert 

the character's image into a binary matrix, where white pixels 

are 0s and black pixels are 1s [21]. 

 
Figure: 17 Sample of binary matrix 

The distance from the matrix's center to the farthest 1 may 

then be calculated using the distance formula [22]. 

 

Equation: 3 Distance formula   

Then we make a circle with that radius and divide it into 

smaller portions. At this point, the algorithm compares each 

subsection to a database of matrices representing characters in 

various fonts to determine the character with which it shares 

the most statistical similarities. It makes it simple to convert 

printed media to digital by doing so for each line and character 

[15] [16] [21] [22]. 

 
Figure: 18 Compare each subsection against the matrix database 

B.   Post processing 

If the output is constrained by a vocabulary, post-

processing OCR accuracy can be enhanced (a list of words 

permitted in a document). For example, this may be the whole 

English vocabulary or a more technical lexicon for a certain 

subject [19]. 

If the text contains terms that are not in the lexicon, such 

as proper nouns, this strategy may be less effective. 

Fortunately, there are free online OCR libraries accessible to 

boost accuracy [21]. The Tesseract library uses its dictionary to 

manage character segmentation [23]. The output stream can be 

a single string or a character file, but more powerful OCR 

systems save the page structure and, for example, generate a 

PDF with both the original picture pages and a searchable 

textual image [21]. 

 

C.   Correction of errors 

 

By recording those particular words have been 

encountered together, the "near neighbor analysis" can utilize 

frequencies for co-occurrence to remedy inaccuracies. In 

English, for example, "Washington, D.C." is more common 

than "Washington DOC" [21]. 

D.   Grammar 

Grammar may also aid in determining the language being 

scanned, for example, determining if a word is a verb or a 

noun, which improves accuracy. The Lowenstein Distance 

technique is frequently used in OCR post-processing to 

improve OCR API results [21] [18]. 

 
VI. PROPOSED METHOD 

 

Smart glasses robot has three important tasks as to 

identify known and unknown people, to identify objects, and 

to read text from book. Figure 19, 20 and 21 shows the 

proposed model in detail. Our main contribution is to develop 

the above functionalities using raspberry-pi, camera, 

headphones, glasses, and python programming. We trained our 

robot to detect the faces using Haar-cascade classifier 

algorithm, to identify the known person using feature 

extraction for recognition using LBPH algorithm, to identify 

the object using YOLO algorithm, and to read the text using 

OCR algorithm. All the inputs are given to our robot using 

camera. All the results are converted to audio and given 

through headphone to the blind people. 

 
Figure: 19 Block Diagram of Proposed Model 

 

 
Figure: 20 Proposed Prototype 



Smart Glasses Robot for Blind People Using Raspberry-Pi and Python 

https://www.jscer.org 

 

Page 242 

 

 
Figure: 21 Proposed Model Flow chart 

Figure 22 shows the flow of Haar-cascade and LBPH. 

Video/Image is given through the camera to this module and 

Haar-cascade algorithm helps to detect the number of faces in 

the given input and LBPH algorithm helps to identify the 

known and unknown person from the existing database. Result 

is converted into audio/voice format, and it sends to 

headphone, so that the blind people can identify the persons in 

and around. 

 
Figure: 22 Haar-Cascade and LBPH Flow chart  

 

Figure 23 shows the flow of YOLO. Video/Image is given 

through the camera to this module and YOLO algorithm helps 

to identify the number of objects and its name from the 

existing database. Result is converted into audio/voice format, 

and it sends to headphone, so that the blind people can identify 

the objects in and around. 

 

Figure: 23 YOLO Flow chart 
 

Figure 24 shows the flow of OCR. Video/Image is given 

through the camera to this module and OCR algorithm helps to 

read the texts and identified words are converted into 

audio/voice format and it sends to headphone, so that the blind 

people can read the words from book. 

 

Figure: 24 OCR Flow chart 
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VII. RESULTS 

Table I gives the results of proposed model. Here the 

dataset is number of faces identified and accuracy rate is in the 

form of percentage. 

Table I:  Number of Faces and Person Identified 

No. of 

faces in 

front of 

camera 

Execution 

Time (sec) 

No. of 

faces 

Identif

ied 

Accuracy 

(%) 

Known 

person 

Identified 

Unknown 

person 

Identified 

No. of 

faces not 

Identified 

4 1.492 4 100 4 0 0 

8 2.193 7 87.5 4 3 1 

12 2.949 9 75 5 4 3 

16 3.261 11 68.7 5 5 6 

 

Figure: 25 Number of Faces and Person Identified 

 

Table II gives the results of proposed model. Here the 

dataset is number of objects identified and accuracy rate is in 

the form of percentage. 

Table II:  Number of objects Identified 

No. of objects in 

front of camera 

Execution Time 

(sec) 

No. of objects 

Identified 
Accuracy (%) 

4 0.163 4 100 

8 0.257 8 100 

12 0.385 10 83.3 

16 0.442 13 81.2 

 

 

Figure: 26 Number of Objects Identified 

Table III gives the results of proposed model. Here the 

dataset is number of words identified and accuracy rate is in the 

form of percentage. 

Table III:  Number of words Identified 

No. of words in 

front of camera 

Execution Time 

(sec) 

No. of words 

Identified 
Accuracy (%) 

100 2.387 94 94 

200 3.984 174 87 

300 5.123 235 78.3 

400 5.982 318 79.5 

 

 

Figure: 27 Number of Objects Identified 

 

Based on the above results, we achieved the higher 

accuracy when number of faces, objects and words are less. 

And we achieved the lesser accuracy when number of faces, 

objects and words are more in the video frame. Execution time 

of our algorithms is very less. So, processing speed is high. So, 

in future to improve the accuracy, we are recommending 

adding some machine and deep learning algorithm to process 

should be given to out proposed robot. 

 

VIII CONCLUSION 

Smart robot glasses are one of an important technology 

which can help many blind people and offers a lot of significant 

solution for their problems, this type of robot glasses will help 

many blind people to identify the people, objects and read text. 

We analyzed Haar-cascade and LBPH algorithms together used 

to identify faces, YOLO algorithm used to detect objects and 

the OCR algorithm used to identify and convert the texts into 

the audio. These smart glasses robot can detect faces and 

objects with high accuracy with the help of these algorithms. 

Finally, after detection and recognition of the face and objects, 

and texts with a good accuracy for the given dataset, the name 

of the recognized person and object is converted into speech 

and given as output to the headphone. 
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