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Abstract— For a given medical data set, there is a huge possibility that the data includes 

hundreds of features, each representing a symptom or a parameter based on which diagnosis can 

be carried out. While a lot of these features contribute towards the results, it is often the case that 

quite a few of these features turn out to be either irrelevant or have very little bearing in terms of 

their overall impact on the results and only end up crowding the data set. Feature selection 

provides a solution to this problem as the features that provide the highest contribution while 

predicting an output are retained and the irrelevant features are identified and subsequently 

eliminated. This helps in the model being trained faster and leads to a better interpretation of the 

model further allowing better diagnosis of the disease. Apart from feature selection, random 

forest classifier is being used as a means to predict the outcomes. Since random forest is made up 

of decision trees, it helps in better classification for a given problem. 
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I. INTRODUCTION 

[1] Machine learning can be applied to a wide variety of 

fields and there is always scope to come up with great 

insights and solutions for a given field with the help of 

machine learning. The approach to a solution naturally 

varies, based on the field of application and the type of 

problem at hand. The medical field is one such area that has 

greatly benefited from machine learning. Since medicine is a 

field of gargantuan proportions, the applications in the field 

also exist in a wide range. 

 This wide range of applications include enhancement in 

the ways in which health related data is managed, predicting 

illnesses at earlier stages by identifying various disease 

markers and patterns that pose a health risk, improving the 

accuracy of the diagnosis for a variety of diseases, etc.  

[4]While the application may vary, the common goal for 

using machine learning in the field of medicine, most of the 

times, is to provide better health care at a lower cost or/and 

better performance and accuracy.  

[4] This paper deals with the aspect of large medical 

datasets that contain a multitude of attributes and need a 

reduction in the number of attributes as some of them do not 

contribute much towards the resulting outcome. Since the 

output variable of the dataset in question concerns itself with 

prognosis, the problem comes under the umbrella of a 

classification problem. This is because the diseases covered 

by the prognosis attribute are to be classified into different 

categories. With way too many columns dictating the 

prediction of a disease, the processing speed and efficiency 

of the model is bound to be less than optimum. [1] Feature 

selection helps in getting rid of attributes of less importance 

and makes the dataset more compact and precise. The 

seeming fixation with lesser number of attributes can be 

justified by the fact that the complexity of the model is 

reduced as a result of feature selection which makes it easier 

for the model to be interpreted and explained.  

Moreover, feature selection provides a solution for the 

problem of overfitting. Overfitting is an issue that arises 

when the model learns about more data than is necessary, 

i.e., the noise or the unrelated data is identified by the model 

as necessary data that is to be incorporated in the learning 

along with the useful data. This leads to inaccuracy in 

predictions as the factors that do not have an impact on the 

outcome are believed to be of importance.  

[3] There are various methods for applying feature 

selection but these methods can be classified into three 

categories: filter, wrapper and embedded. Filter feature 

selection methods such as chi-squared test and information 

gain assign a score to each feature through statistical means 

and based on a certain value or threshold the features are 
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either selected or discarded. Wrapper methods look for 

combinations of features and constantly evaluate and 

compare them with other feature combinations. Embedded 

methods carry out feature selection when the model is being 

trained.  

We have implemented feature selection by calculating 

feature importance of all attributes using forest of trees. 

Finally, random forest classifier is being used for the 

prediction of diseases. A random forest is a collection of lots 

of individual trees. Each one of them varying slightly in 

comparison to the other as each one of them works on a 

slightly different set of observations.  

The output of all the individual trees is combined to form 

a final prediction. This finalprediction is a result of the 

feature selection and the random forest algorithm that have 

helped create a model that is in quite a simplified form and 

helps in better diagnosis of diseases. 

II. RELATED WORKS 

The paper [1] lays down the very basics of feature 

selection and goes on to explain the concept in detail by 

covering various areas related to it. The papers primary 

focus lies in creating subsets of features that help in creating 

a good predictor. Variable Ranking is discussed as a 

principle selection mechanism and mathematical 

explanations are provided for various techniques through 

which it can be carried out such as Correlation Criteria, 

Single Variable Classifiers, Information theoretic ranking 

criteria, etc.  

The paper served as an apt introduction to variable and 

feature selection and helped in acquiring a fundamental 

understanding about it. The paper [2] talks about the 

implementation of mRMR (Minimum Redundancy 

Maximum Relevance) feature selection method in 

marketing, focusing on the mathematical aspect of mRMR, 

while also covering real data examples. Implementation in 

Production is discussed in terms of Architecture of the 

Platform, Challenges and Optimization and Online 

Experiment Evaluation.  

The implementation of a specific feature selection 

method on a particular domain helped in understanding the 

overall approach that is to be taken while implementing a 

feature selection method to the project. It highlights the 

parameters that are to be kept in mind during ideation and in 

its subsequent implementation.  

The paper [3] discusses the use of machine learning 

techniques in analyzing data. It gives a brief idea about 

various feature selection methods namely principal 

component analysis, factor analysis and attribute ranker. It 

sheds light on multiple feature selection methods providing 

us a basic understanding of each one of them and how they 

can be useful for analyzing data in thefield of medicine. The 

paper [4] talks about data mining in medical dataset and 

applying feature selection for classification. Similar to [3], 

the paper highlights various feature selection methods for 

analyzing medical data.  

The difference being, that unlike [3], this paper also 

discusses the methodology apart from the concepts of those 

methods. Hence, it helps in understanding the approach that 

is to be taken, in order to implement feature selection in the 

domain of medicine. The paper [5] deals with Multilayer 

perceptronbased feature selection algorithm.  

The backpropagation algorithm trains the multilayer 

perceptron to determine the attributes to be removed from 

the data set. The concept of prominence is used for the 

objective function for the feature selection algorithm. It 

basically indicates the real relevance of an attribute for a 

given task. While this paper takes a different approach by 

using an MLP based feature selection method but the basic 

objective of eliminating redundancy and irrelevance 

matches our objective.  

The paper [6] discusses feature ranking and feature 

selection for a linear model. It provides a detailed procedure 

for ranking a feature, which is an essential step during the 

implementation of a feature selection method. The entire 

mathematical procedure is explained in detail, which helps 

in understanding not just the theoretical aspect but also its 

actual implementation in various applications. 

III. METHODOLOGY 

Medical Dataset Selection The primary goal while looking 

for a dataset was to select one that provided a great deal of 

information. At the same time, it was important to keep in 

mind that the information gained from the data needed to be 

comprehensible.  

Initially, we leaned towards datasets that have information 

to predict a particular disease. Most of the datasets that we 

found using this approach led us to some pretty common 

datasets dealing with heart related diseases and breast 

cancer. These datasets had already seen way too many 

implementations and besides that, the number of columns in 

it didn't seem to be sufficient enough. We ended up 

choosing a dataset that focused on multiple diseases with 

enough data available on them.  

The dataset that we worked on has 133 columns in total with 

132 of those columns signifying various symptoms and the 

output variable prognosis mentioned the disease that was 

caused due to these symptoms. Every row signified a patient 

record and had values of either 1 or 0 which means 

symptom exists and symptom doesn't exist respectively for 

132 columns signifying various symptoms and the last entry 

for every row stated the disease as mentioned earlier. The 

number of unique values, i.e., the number of different 

diseases in the prognosis attribute are 41. With 4920 rows of 
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information for training the model, the dataset is quite useful 

for the implementation of feature selection. The only bit of 

data pre-processing done was to classify the string values of 

the diseases to numbers, for the model to conveniently work 

on. Feature Selection With 132 different symptoms existing 

in the dataset, the objective was to find and eventually 

eliminate the features that did not contribute much to the 

final outcome.  

The implementation of feature selection on the dataset used 

was done using random forests [7]. This is because random 

forests use tree-based strategies to naturally rank elements 

based on how well they improve the purity of a particular 

node. At the start of the trees, nodes with the greatest 

decrease in impurity are found.  

Whereas, at the end of the trees, nodes with the least 

decrease in impurity are found. The impurity mentioned 

here is the gini impurity. Used for classification trees, gini 

impurity is a measure of the frequency of a randomly chosen 

element from the set being incorrectly labelled if it is being 

randomly labelled. Hence, the subset of important features is 

created by pruning trees below a particular node.  

Table 1 shows the importance values of 10 features 

(symptoms) as an example. The selection criteria for a 

feature was set as the importance value for the given feature 

being more than or equal to the average importance of a 

feature.  

Hence, all features whose importance value was less than 

the average value was discarded. Random Forest Classifier 

The classifier was used initially so as to apply feature 

selection[8] using forest of trees[9]. Once a subset of 

features was obtained from the original set of features 

through feature selection, the classifier was trained for a 

second time in order to run the model with the new dataset 

consisting of the retained features. We used a forest of 120 

trees in our classifier. Individual trees do not provide 

accuracy for predictions. 

A random forest consisting of largely uncorrelated trees 

come up with accurate predictions. The existence of 

uncorrelated trees is ensured through the concept of bagging 

which allows individual trees to randomly take samples for 

training from the dataset rather than allocating the same data 

to every tree. For example, let's assume that a training data 

has 5 rows. Instead of allowing a tree to train using those 5 

rows, the tree is randomly allotted two instances of row 2, 

and 1 instance each of row 1, row 3 and row 5. Similarly, 

other trees are randomly allotted slightly different data 

resulting in each tree being slightly different than the others. 

 Since the overall prediction is based on the prediction of 

majority of trees, the errors of individual trees get 

overshadowed by the accurate prediction of other trees. 

These characteristics of random forest[10] classifier 

informed our decision to use it for our model. 

IV. RESULTS AND DISCUSSIONS 

Once the importance of all features was calculated using 

feature selection [11], the features having an importance less 

than the average importance were to be discarded. This 

resulted in close to 70 features being removed out of 133. A 

lot of those features hardly featured as symptoms for most 

of the diseases in the dataset. Once random forest [12] 

classifier was applied on the existing features, we fed certain 

symptoms to test our model. For example, on entering 

symptoms of diarrhoea and vomiting, the model predicted 

Gastroenteritis as the condition with an accuracy of 85%. 

On providing itching and blister as the symptoms, Drug 

Reaction was the prognosis made by the model with 95% 

accuracy. While testing for Hepatitis C an accuracy of 90% 

was obtained. 

V. CONCLUSION 

With data getting bigger by the day, it has become a 

necessity that people keep up with it and try to get useful 

insights from it as much as is possible. [4] Looking at the 

field of medicine, there is so much scope for the usage of 

machine learning, right from providing better care at low 

cost to making higher accuracy predictions for diseases. 

Feature Selection is just one of the many tools available, 

that helps achieve the aforementioned objectives. Yet it's 

relevance can be credited to the fact that it allows for faster 

processing of data, better interpretation of a model and 

better accuracy for predictions. 
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