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Abstract— This paper presents Diabetes is common problem over the world. Many of us are
facing this disease. In this disease, our blood sugar level get disturbed. So we are trying to build a
tool that can help people to check whether they are suffering from it or not? It might have
happened so many times that you or someone yours need doctors help immediately , but they are
not available due to some reason. The health prediction system is an end user support and online
consultation project. Here we propose a system that allows users to get instant guidance on their
health issues through an intelligent health care system online. The system is fed with various
symptoms and the disease associated with those systems. Diabetes is considered as one of the
deadliest and chronic diseases which causes an increase in blood sugar. Many complications
occur if diabetes remains untreated and unidentified. The tedious identifying process results in
visiting of a patient to a diagnostic center and consulting doctor. But the rise in machine learning
approaches solves this critical problem. The motive of this study is to design a model which can
prognosticate the likelihood of diabetes in patients with maximum accuracy. Therefore three
machine learning classification algorithms namely Decision Tree, SVM and Naive Bayes are
used in this experiment to detect diabetes at an early stage. Experiments are performed on Pima
Indians Diabetes Database (PIDD) which is sourced from UCI machine learning repository. The
performances of all the three algorithms are evaluated on various measures like Precision,
Accuracy, F-Measure, and Recall.
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l. INTRODUCTION

Diabetes mellitus is one of the world’s major diseases.
Millions of people are affected by the disease. The risk of
diabetes is increasing day by day and is found mostly in
women than men. The diagnosis of diabetes is a tedious
process. So with improvement in science and technology it
is made easy to predict the disease.

The purpose is to diagnose whether the person is affected
by diabetes or not using K Nearest Neighbor classification
technique. The diabetes dataset is a taken as the training data
and the details of the patient are taken as testing data. Data
mining is a subfield in the subject of software engineering. It
is the methodical procedure of finding examples in huge
data sets including techniques at the crossing point of
manufactured intelligence, machine learning, insights, and
database systems.

The goal of the data mining methodology is to think data
from a data set and change it into a reasonable structure for
further use. Our examination concentrates on this part of
Medical conclusion learning design through the gathered

data of diabetes and to create smart therapeutic choice
emotionally supportive network to help the physicians. Data
mining is a significant tool in medical databases, which
enhances the sensitivity and/or specificity of disease
detection and diagnosis by opening a window of relatively
better resources [4].

Applying machine learning and data mining methods in
diabetes research is a pivotal way to utilizing plentiful
available diabetes-related data for extracting knowledge.
The severe social impact of the specific disease makes DM
one of the main priorities in medical science research, which
inevitably produces large amounts of data.

Therefore, there is no doubt that machine learning and
data mining approaches in DM are of great concern on
diagnosis, management, and other related clinical
administration aspects [5].

In order to achieve the best classification accuracy,
abundant algorithms and diverse approaches have been
applied, such as traditional machine learning algorithms,
ensemble learning approaches, and association rule learning.
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Most noted among the aforementioned ones are the
following: Calisir and Dogantekin proposed LDA-
MWSVM, a system for diabetes diagnosis [6].

The system performs feature extraction and reduction
using the Linear Discriminant Analysis (LDA) method,
followed by classification using the Morlet Wavelet Support
Vector Machine (MWSVM) classifier. Gangji and Abadeh
[7] presented an Ant Colonybased classification system to
extract a set of fuzzy rules, named FCSANTMINER, for
diabetes diagnosis. In [8], authors regard glucose prediction
as a multivariate regression problem utilizing Support
Vector Regression (SVR).

Agarwal [9] utilized semi-automatically marked training
sets to create phenotype models via machine learning
methods. Ensemble approaches, which utilize multiple
learning algorithms, have been confirmed to be an effective
way of enhancing classification accuracy.

Il.  LITERATURE SURVEY

The health industry has been growing a lot from past few
years .This technique has gained a lot of importance in
medical areas. It has been calculated that a care hospital may
generate five terabytes of data in the year.

In our day to day life we have lot of other problems to deal
with and we neglect our health problems. So in order to
overcome such problem we have designed user friendly
website which helps users to get diagnosed from their
residence at any time. We also provide an option for
booking an appointment with the doctor to discuss health
related problems and get diagnosed properly.

Sajida et al. in [2] discusses the role of Adaboost and
Bagging ensemble machine learning methods [8] using J48
decision tree as the basis for classifying the Diabetes
Mellitus and patients as diabetic or non diabetic, based on
diabetes risk factors. Results achieved after the experiment
proves that, Adaboost machine learning ensemble technique
outperforms well comparatively bagging as well as a J48
decision tree.

Orabi et al. in [9] designed a system for diabetes prediction,
whose main aim is the prediction of diabetes a candidate is
suffering at a particular age. The proposed system is
designed based on the concept of machine learning, by
applying decision tree. Obtained results were satisfactory as
the designed system works well in predicting the diabetes
incidents at a particular age, with higher accuracy using
Decision tree, [7].

Pradhan et al in [4] used Genetic programming (GP) for the
training and testing of the database for prediction of diabetes
by employing Diabetes data set which is sourced from UCI

repository. Results achieved using Genetic Programming
[5],

It gives optimal accuracy as compared to other implemented
techniques. There can be significant improve in accuracy by
taking less time for classifier generation. It proves to be
useful for diabetes prediction at low cost.

Rashid et al. in [8] designed a prediction model with two
sub-modules to predict diabete schronic disease. ANN
(Artificial Neural Network) is used in the first module and
FBS (Fasting Blood Sugar) is used in the second module.
Decision Tree (DT)[1] is used to detect the symptoms of
diabetes on patient¢¢s health.

Nongyao et al. in [7] applied an algorithm which classifies
the risk of diabetes mellitus. To fulfill the objective author
has employed four following renowned machine learning
classification methods namely Decision Tree, Artificial
Neural Networks, Logistic Regression and Naive Bayes. For
improving the robustness of designed model Bagging and
Boosting techniques are used. Experimentation results
shows the Random Forest algorithm gives optimum results
among all the algorithms employed.

Ill.  VARIOUS ISSUES OF DIABETES PREDICTION IN DATA
MINING

Diabetes is a chronic disease characterized by a long
treatment cycle, numerous complications (e.g., kidney and
eye diseases), and recurrent illness. With advances in the
informatization of medicine, medical industries with large
amounts of complicated patient data are keen to extract
information from this data to assist the development of these
industries.

Simultaneously, they also seek to be capable of alleviating
the challenges faced by medical personnel, through the
forthcoming development of smart medicine. The use of
machine learning and other artificial intelligence methods
for the analysis of medical data in order to assist diagnosis
and treatment is one of the manifestations of smart medicine
with the most practical significance.

With the improvement of the living standards of our people
and the westernization of our diet, the incidence, mortality,
and morbidity of diabetes have significantly increased and
have a serious impact on our health. In 2006, Shang [1]
made use of the survey data of Xinjiang chronic disease
integrated prevention and control demonstration site in the
New Urban District of Urumgi in 2004 and surveyed 2031
people over the age of 18 in three communities in the
district.

The results showed the relationship between diabetes and
age and gender: the prevalence of male and female rose with
age, because the decrease of glucose tolerance with age and
the improvement of living standard are the reasons for the
increased incidence. Overweight and obesity are one of the
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risk factors of diabetes mellitus. The survey found that the
prevalence of diabetes in people with BMI>24 was 10. 58%,
the prevalence of diabetes in people with BMI=24 was
4.31%, two groups prevalence by chi-square test was P
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IV.  CONCLUSION

One of the important real-world medical problems is the
detection of diabetes at its early stage. In this study,
systematic efforts are made in designing a system which
results in the prediction of disease like diabetes. During this
work, three machine learning classification algorithms are
studied and evaluated on various measures. Experiments are
performed on Pima Indians Diabetes Database. In future, the
designed system with the wused machine learning
classification algorithms can be used to predict or diagnose
other diseases
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